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Abstract

With the emergenc®f ObjectTechnology, ObjectOrientedDatabaseSystemsare becomingincreasinglyimportant.
However,thereis very little information for usersto evaluatethesedatabase$rom the perspectiveof their own
requirements. Basedon the experience®f both traditional and Object databasesit is strongly felt that several
featuresotherthanthe mereperformanceare equally,if not moreimportantin orderto evaluatea Databasesystem.
Thesefeaturesinclude backup/recovery, online database compaction, multiuser support, clustering, security and
automated monitoring.  This paperfirst introduceshe currentbenchmarksdiscussesheir limitations, thenthe so
called7 by 24 features are introduced for inclusion in a future OODBMS evaluation metric.

1. INTRODUCTION

We are witnessing a very interesting transitp@miod. More and morecomputingenvironments
are makingthe shift from monolithic mainframearchitectureto a distributedClient/Serverarchitecture
[1]. Another key feature of this transition is the migration to Object Technologyfrom traditional
computingparadigms. Texaslnstrumentshas beena pioneerin such migration. The IMMST/WORKS
programwasone of the first Object OrientedComputerintegratedManufacturingsystem. TI is in the
processof rolling mission critical applicationsbasedon this technologyto production. By the end of
1996, key wafer manufacturing plants will make the transitiancompleteObjectOrientedSystem. By
the end of 1997 almost all TI Fabs [22 in number WorldWide] will experience this migration.

A key componenof this changes an ObjectOrientedDataBase. The architectsof this system
realizedearly thata completeObjectOrientationis desirablefrom the Client GUI endto the persistent
objectstorageend[ 2]. In the procesof this developmenandalsoasa resultof prolongedinteraction
with the developers/maintainers of the traditional systems the authors of this paper have discovexed what
PRODUCTION OODBMS should look like. This paper emphasizedeatureswhich seemto be
absolutelyindispensabléo supporta 24 by 7 by 365 manufacturingsite wherea downtimeof one hour
can translate to a loss of business of millions of dollars.

Objectdatabasesre a fairly recenttechnology. They were first commerciallyavailablein the
year1988. This technology eventhoughmaturingvery rapidly, still has waysto go in orderto achieve
full industry strength. One of the key things which is lacking is an evaluationmetric for OODBMS.
While performancebenchmarksare important, a complete metric should take both featuresand
performancento accountn orderto evaluatea database We feel thatsucha metric would not only help
a group identify an OODBMS when they are trying to makethe transitionlike ours, but such metrics
would shapethe directionof presentOODBMS industryto helpit becomemoremature morerobustand
eventuallymore acceptable. In this paperthe authorstry to briefly introducethe currentbenchmarks,
their shortcomingsandoutline KEY itemsto considerin orderto comeup with asetof metrics which
could be appliedto evaluatean OODBMS. Theseitemsare a result of direct experienceof OODBMS
based development and deployment.

2. CURRENTLY AVAILABLE BENCHMARKS
There are 3 currently available benchmark and performance measurement metrics. They are
0 Object Operation One
0 Hypermodel benchmark
0 Object Operation Seven
Object Operation One [3] was the first of its kind angrdvidedexcellentinsightinto the performanceof
OODBMSsvs. relational DBs _highlighting the effectsof pointer navigationand lack of foreign key
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references. Hypermodelbenchmarkprovided a richer schemaand wider operations. Finally, Object
Operation Seven[ 4] introduced several key notions like complex objects, indexed vs nonindexed
transactionstraversalswith updatesand so on.  This benchmarkhas been both widely used and
controversial among the OODBMS community .

However, all of thesebenchmarksare focussedon evaluatingthe databaseerformancewhile
runningan application. Theytell us aboutspeedof traversal,update creationand deletionof objectsin
variousforms of complexity. This information, while beingextremelyvaluable,is not sufficientto be
usedasa metric to judgean OODBMS which is intendedto be usedfor a productionsystemwith high
uptime.

3. SHORTCOMINGS OF THE AVAILABLE BENCHMARKS

These benchmarks keep several questions unanswered. We presaesifigich seento be of
extreme importance in our contextSomeof the theseare easyto quantifywhereasothersareextremely
featureorientedin natureand hardto quantify. For thosewhich seemobvious,an attempthasbeen
made to quantify the attribute.

3.1 Multi User Workload

First of all, noneof thesebenchmarkspecifya multiuserenvironmentand multi userworkload.
Effectsof loadingup an OODBMS with 100- 150 sessiongwith 10-15active concurrentsessionsill
not only bring out the ability of the databaseto handle the workload but also throw light on the
concurrency semantics of the database. Please note that the number of sessions used here are arbitrary.

3.2 Reorganization/Clustering

How efficiently canthe objectsbe clusteredso that all relatedobjectsare closetogether. This
would ensurdocality of referenceand henceaid performance. This canbe quantifiedby answeringthe
guestion "How long does it take to cluster a database of size X gigabyteswith Y number of objects ?"

3.3 Integrity Checking on the Database
Canthe databaseperform integrity checks without impactingtransactionthroughput? Can it
check for corrupted objects and repair them? If it can do all thesendrawtrusive are such operations ?

3.4 Database Compaction

How efficiently canthe databasdandleunusedobjectsand reclaim the spacefor future use?
Canit discoverunusedor fragmentecdbagesand compactthem? This operationshouldnot demandhe
databaseto be taken offline or causethe currently logged sessionsto experiencea performance
degradation. This can be quantified by answeringthe question"How long does it take to compact a
database of size X gigabytes ? What is the performance degradation on transaction throughput ?"

3.5 Security

Canit plug in an externalauthenticatiorsystemto the database?nsteadof usingthe database
provideduserid/passworduthenticationthe applicationsite shouldhavethe flexibility to usean external
authenticationsystem like Kerberos to override the databaseauthenticationsystem. Object level
authorizationshouldbe providedto makesurethat certainclasseor instancevariablesor instancesan
only beaccessethy sessionsvith the properprivilege assignedo them. This might be purely a feature
and could be difficult to quantify.

3.6 Automated monitoring of the Database

How easyis it to build agentsto monitor databaseactivities eg. size, freespace, number of
commitsetc. The agentsshouldnot only detectevents,but shouldbe ableto take correctiveactionsin
caseof a problem. For example whenthe databasés running out of spacethe agentshouldsenda red
alertandalsoextendthe repositoryby identifying anotherfree filesystemor partition. This againwill be
a hard to quantify item as most database would have one or other form of monitoring.
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3.7 Versioning Of Objects
Doesthe databaseprovide versioning of Objects? This is very key in maintaining history
information and supporting activity based cost and other MIS applications.

3.8 Object Migration

How easyis it to perform objectmigrationand schemaevolution? One of the key promisesof
ObjectOrientedParadigmis easeof maintenance.In the caseof a productionsystemthis translateso
modificationof only selectedmethodsandclassesnsteadof recompilingthe whole system. The database
should also provide a very smoothtransition of the schemaand objectsto facilitate this feature. The
guestionis what impact does object migration/schemaevolution have on avilability.  This could be
guantified by answering the questidddiv long will it take to migrate a database of size X gigabytes with
Y number of objects ? Does the database needs to be taken offline for such operation? "

3.9 Multi database support

Canthe databasée designedo integratewith otherdatabase8 Legacysystemsstill implement
mostof applicationcomponents. Many architectsare willing to migrateto an OODBMS solution but
frozen because of thmtentiallossof a seamlesaccesdo relationaltables. Onemethodof quantifying
this may beto definea relationaltable with standardaccesgatterns. Measuringthe accesgime of the
contents of the relational table from the OODBMS space could be a metric of multi database support.

3.10 Very Large Data Bases

With the information age experiencingan exponentialexplosion, architectsare dreamingof
hugedatabaseddow doesthe databasescaleup to sizesof the orderof 40-50gigabytes? Are features
like cursors implemented to support huge database queries ?

3.11  Optimization Of Queries and indexing

Whatarethe featuredor queryoptimizationandindexingof collections? How difficult it is to
maintainthe indices?What is the costof usingindices? The costof building and maintainingindices
could be easily built on top of an existing benchmark like OO7.

3.12  Online Line Backup / Fastest Recovery

The currentbenchmarksloesnot tell us aboutthe capabilitiesof online backup, fault tolerance
of the databasdie. keepingthe applicationtransparento a disk or systemcrash). One of the toughest
challengesrovidedto us is RECOVERY. In caseof a crash,the databaséhasto be broughtonline
within an hour's time. This might be a very tall order when we are taditingta databasgreaterthana
few Giga bytesin size. This can be quantified by answeringthe question” How long does it take to
recover a database of size X gigabytes?"

4. OUR EXPERIENCE

4.1 System Description

During pre-deploymenttresstesting of a distributed reporting (DR) applicationwe had the
opportunity to closely examinethe factors within the databasewhich affectedthe performanceof the
application. The DR application has an OO model of a mainframe manufacturingsystem. As
transactions happen on a mainframe, messages are senO©lHvia communicatiorink betweerthe
mainframeandthe OODB. The databas&eepsinformation aboutinitial, currentand previouswork in
progress. The DR application is being deployed on e8parcCenter 1000'sor Sparc 20's.

Thedatabaseanrangefrom 150 MB to 350 MB in size. The stresgestswere conductedvith a
350 MB database. The collection sizesmaintainedfor reporting were between12K and 15K. The
primary collection had Setsof indiceswhich aredatabas@rovidedandtwo otherswhich areapplication
provided. The SS1000'srun approximately 40 usersincluding feed programsand related servers.
Transactionfeedsfrom_the mainframe are at 30/40 per minute on average with highs at 70 to 80
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transactions/min. This does not count reporting transactions which averagembAcurrentusersat any
one time. The system was tested at 30 concurrent logged in sesEmmapplicationusedthe Gemstone
Database from Gemstone Systems Inc.

TexasInstrumentshasbeenusingthe Gemstonalatabas¢o implementanddeployvariousother
applicationsotherthanthe oneusedin this discussion. Many of these,including the DR applicationis
running productionin a 7 by 24 fashionin oneor morewaferfabs. Our architectsfeel that this would
have been an extremely difficult task using any other commercially available OODBMS with our
architecture. In the next section we outline safrthe featureswhich surfacedo be very importantfor
our operations.

4.2 Lessons Learned
4.2.1 Multiple User

During multiusertestingwe neededo be ableto measureghe amountof procesdnteractionwith
eachotherandwith the sharedpagecache. This interactionwas very importantin tuning the database
activities such as clusteringand scavengeingo the requiredresponsdime of the end user processes.
Collectionof thesedatapointsallowed us to makenecessarghangesn either codeor policy to getthe
least amount of disruption of the reporting processes. Statistics provided by the databaseallowed
monitoring of these data items.

4.2.2 Clustering

As aresultof updatingobjects clusteringwasbeingdoneto attemptto keepheavily usedobjects
together. This activity havethe potentialto createtwo problems. If the clusteringof objectswasdoneby
a separatgrocesgrom the normal updateprocessconcurrencyproblemswould occur. One processor
the other would get a failure to commit due to this actiorwel€ould alwaysbe surethe clusteroperation
failed andnot all the otherupdateprocessethis might be acceptable.The otherproblemis createdf the
clustering isdoneby the sameupdateprocess. The commitrecordfor the commitin which the clustering
was done tends to be very large and caused a disruption in the page allocation for all other processes.

4.2.3 Integrity Checking

Integrity checkingcould not be run on a live database.Objectauditsrequiredthat no one be
loggedin, which meansthat we would haveto shutdownthe database.Currently the only solutionis to
run object audits on a backup of the production database.

4.2.4 Compaction

Databasenaintenanceactivitiessuchasde-fragmentatiorf the databaseand physicalshrinking
of the databasdiles needsto happenwith little or no impactto running processes.Typically, these
activities create commit conflicts or are required to be run when no one is loggedithermodeis very
acceptable.In the caseof the activitieswhich move objectsfrom one pageto another,the transaction
throughputis affectedby thesetypesof activities. Perhapsonceptuallymoving objectsfrom one pageto
anotheris the sametype of activity within the databasebut should not create concurrencyconflicts
between application processes and database processes.

Statistics supplied by the database allowed us to monit@antioeintof garbageproducedby each
processand the amountof garbagecollectedby the epochgarbagecollection processWe were able to
tunethe epochwith the useof thesestatistics. We were alsoableto detectsomeflaws in designof our
feed applicationin terms of excessivegarbageproduction using methodsand processesupplied by
GemstoneSystems. We had to codein the statisticscollection if we wantedto measuretransaction
boundary data vs time based data but those calls were commented out when in production.

4.2.5 Security

Security within the databasds implementedusing the internal segmentbasedauthorization
mechanisnprovidedby the database.It allows protectionat the objectlevel and was relatively easyto
implement. External authentication mechanismevierridethe databas@rovidedmechanismshouldbe
provided to implement corporate wide security to ensure protection of highly sensitive data.
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4.2.6 Monitoring

The basicfunctionality to monitor the size of the databas@ndrelatedparametersvereavailable.
We added some scripts to automate the activity and monitoring of databasEhs&zeajority of the work
wasdoneusingawk scriptsand cron task which were requiredto log onto the thedatabaseind append
information to a text file.

4.2.7 Object Migration

During release®f new objectdefintions,the migration of objectswithin the databasevasfound
to berelatively minor. We did notkeepold objectsaroundin any productiondatabasdut were required
to migrate someinformation which could not be reloadedor was too time consumingto reload. Once
methods were written to handle each migration level they could be built into the load scripts.

4.3 General remark

The experienceand examplesprovidedin this sectionmay be too specificto the natureof the
application which we cited. Sonoéthesemay or may not be applicableto providethe future directionto
theindustry (which is the goal of this article). Also it shouldbe rememberedhat ObjectDatabasesire
still in their infancy andare undergoinga procesf continousrefinement. Overall, our experiencehas
been quite positive with our early decision to select an Object database.

5. TOWARDS A FUTURE OODBMS METRIC

Somework hasbeenaccomplishedto capturesomeof thesefeaturesand performa comparison
[5]. However, the comparisonseemsto be subjectiveand lacks the precisenesgresentedn 001 and
OO7. Thereis no quantification of the featuresor capabilities. We proposethat some kind of
guantification be assigned to each of these capabilties so the ratthgslatabasesanbe moreobjective
in nature. A propermetric shouldvery preciselydefinehow to measurezachof the featuressuggestedn
section3 andexperiencedn sectiond4. This metricwould thenbetruly reflectiveof a productionworthy
database with 24 by 7 by 365 operation.

6. CONCLUSIONS

This paper emphasizethe featuresof a productionObjectdatabasef thefuture.  Futurework
should attemptto carefully define and quantify theseitems in order to captureit in the form of a
benchmark. If the academiccommunity developsa model to quantify thesefeatureseventually the
industry will comeup with a benchmarkand metric to evaluate OODBMS from the perspectiveof the
aspects highlighted here.
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